Elevation dependency of mountain snow depth
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Abstract. Elevation strongly affects quantity and distribution patterns of precipitation and snow. Positive elevation gradients were identified by many studies, usually based on data from sparse precipitation stations or snow depth measurements. We present a systematic evaluation of the elevation–snow depth relationship. We analyse areal snow depth data obtained by remote sensing for seven mountain sites near to the time of the maximum seasonal snow accumulation. Snow depths were averaged to 100 m elevation bands and then related to their respective elevation level. The assessment was performed at three scales: (i) the complete data sets (10 km scale), (ii) sub-catchments (km scale) and (iii) slope transects (100 m scale). We show that most elevation–snow depth curves at all scales are characterised through a single shape. Mean snow depths increase with elevation up to a certain level where they have a distinct peak followed by a decrease at the highest elevations. We explain this typical shape with a generally positive elevation gradient of snowfall that is modified by the interaction of snow cover and topography. These processes are preferential deposition of precipitation and redistribution of snow by wind, sloughing and avalanching. Furthermore, we show that the elevation level of the peak of mean snow depth correlates with the dominant elevation level of rocks (if present).

1 Introduction

Complex orography is the main driving factor for the spatial heterogeneity of precipitation. When moist air masses are blocked by mountains, they are forced to ascend the mountain slopes. Declining air temperatures result in a cooling and a decrease of the saturation pressure of the lifted air parcels. Once the saturation level is reached moisture condensation leads to cloud formation and finally to the onset of precipitation. These processes are enhanced by further lifting which finally results in an increase of precipitation with elevation up to a certain maximum, which is reached when moisture becomes too depleted from the air mass. However, the interaction of clouds and precipitation particles with the local wind can strongly modify the precipitation patterns at the ground (Mott et al., 2014; Roe, 2005; Roe and Baker, 2006).

Orographic precipitation effects have been studied at a large range of scales for mountain regions all around the world. Most studies identified a distinctive increase of precipitation with altitude (e.g. Spreen, 1947; Peck and Brown, 1962; Frei and Schär, 1998; Blumer, 1994; Johnson and Hanson, 1995; Roe and Baker, 2006; Liu et al., 2011; Asaoka and Kominami, 2012). Contrary, Blumer (1994), Basist et al. (1994) and Arakawa and Kitoh (2011) reported on negative elevation gradients of precipitation.

For snow on the ground, positive correlation of precipitation and elevation are usually reflected in a general increase of snow depth or snow water equivalent (SWE) as reported by many studies (e.g. Rohrer et al., 1994; Bavera and De Michele, 2009; Lopez-Moreno and Stähli, 2008; Durand et al., 2009; Lehning et al., 2011; Grünewald and Lehning, 2011; Grünewald et al., 2013). However, other studies did not identify positive elevation gradients for their study sites and some even found negative dependencies of elevation and snow amount. For a study site in New Zealand, Kerr et al. (2013) could not identify elevation gradients of SWE, and no clear correlations between elevation and SWE were found.
for some inner-alpine regions in Switzerland (Rohrer et al., 1994).

Consequently, the shape of the elevation–precipitation relation can vary strongly even over small distances (e.g. Lauschner, 1976; Rohrer et al., 1994; Basist et al., 1994; Sevruk, 1997; Wastl and Zängl, 2008). This strong variability is attributed to the highly complex interaction of the weather patterns with the local topography. Sevruk (1997) assumes that ‘in a series of inner-alpine valleys following each other and having different orientation, slopes and altitude, the redistribution of precipitation by wind can be the dominant factor of its spatial distribution suppressing any other effects including the altitude’. Other studies postulate an advective leeward shift of the local precipitation maximum, favoured by specific topographical and meteorological conditions (Carruthers and Choularton, 1983; Robichaud and Austin, 1988; Zängl, 2008; Zängl et al., 2008; Mott et al., 2014). Due to its lower fall speed, this shift is more pronounced for snow fall than for rain (Colle, 2004; Zängl, 2008). On a smaller scale, Mott et al. (2014) showed that orographically modified patterns of mean horizontal and vertical wind velocities affect particle trajectories of snow in the air. Reduced snow deposition rates on windward slopes and enhanced deposition on leeward slopes are induced by this process. Small-scale snowfall patterns over single inner-alpine mountain peaks can, thus, differ significantly from those observed on a larger scale for large mountain ranges, where cloud formation processes tend to result in drier leeward slopes (Houze, 2012; Mott et al., 2014).

The thickness of the snow cover at the end of the winter season can serve as a proxy for the seasonally accumulated precipitation on the ground. However, Scipion et al. (2013) identified large differences between precipitation patterns obtained by a high resolution Doppler X-band radar and the final seasonal snow accumulation. These differences are attributed to several processes that affect the snow once on the ground; due to gravitational forces, snowflakes might immediately glide downslope if they land on sufficiently steep surfaces. Furthermore, the wind can redistribute the snow from exposed to sheltered locations (Gauer, 2001; Mott et al., 2010). The erosion by the wind is largest at higher altitudes, as wind speeds and exposure tend to increase with elevation. Moreover, driven by gravitation, snow is potentially moved downward by creeping, sloughing and avalanching (Bernhardt and Schulz, 2010; Gruber, 2007). Finally, snow melt, sublimation and phase transitions from snow to rain, especially in spring, might affect the cumulative amount of snow, particularly at lower elevations (Elder et al., 1991). In combination, these processes modify the elevation-driven precipitation signal stored in the snow cover. In summary, reduced snow amounts at crest level, in steep slopes and the lowest elevations are contrasted by enhanced accumulation in flat and protected areas at the foot of the slope. However, all these processes are characterised by a large spatial heterogeneity caused by the interaction with the local topography (Blöschl, 1999). This variability is especially large at small scales (Shook and Gray, 1996; Watson et al., 2006) and results in a high spatial variability of the snow cover.

As most of the studies mentioned before are based on a limited number of gauges or weather stations, the potential bias of the results appears relatively large (Havlík, 1969; Sevruk, 1997; Grünwald and Lehning, 2014). Inadequate spatial station coverage, especially in high altitudes (Blanchet et al., 2009; Daly et al., 2008; Sevruk, 1997; Wastl and Zängl, 2008) and the large potential measurement error of precipitation, especially in exposed areas (Rasmussen et al., 2001, 2011; Sevruk, 1997; Yang et al., 1998), are important factors that might impact on the results of these studies. Owing to the rapid development of remote sensing techniques such as laser scanning (LiDAR), high spatial resolution data sets have recently become available for the snow cover (e.g. Deems et al., 2013; Grünwald et al., 2010, 2013; Kirchner et al., 2014). Furthermore, significant advances in the development and application of Doppler radars for precipitation quantification have been reported (Scipion et al., 2013; Mott et al., 2014). However, the resolution of these systems is still insufficient to reflect the small scale variability of precipitation and snow fall close to the surface.

To our knowledge there are only two studies on elevation gradients of snow that are based on such area-wide data: Grünwald and Lehning (2011) compared elevation gradients calculated from airborne LiDAR surveys with simple climatological and snow-station-based gradients for two small study sites in the eastern Swiss Alps. Principally Grünwald and Lehning (2011) identified a positive correlation of SWE and elevation, but they also recognised strong deviations between the 2 sites, 2 consecutive years and between the 3 different approaches. For the LiDAR gradients they found that the relation between elevation and snow depth levelled at a certain altitude and finally even decreased. Simultaneously with our study and also based on a LiDAR data set, Kirchner et al. (2014) analysed elevation gradients of snow depth of a 53 km² mountain catchment in the southern Sierra Nevada of California. They found a strongly positive elevation gradient that transits to a sharp decrease in the highest elevations. They suggest that “a reduction in precipitation from upslope lifting, and/or the exhaustion of precipitable water from ascending air masses” (Kirchner et al., 2014) might be the reason for the shape of the snow depth–elevation relationship. Based on multi temporal point measurements, similar shapes had already been identified by Turcan (1975) and Holko (2000) for a 35 km² basin in the Low Tatra mountains (Slovakia). Both studies report on positive elevation gradients of snow below the treeline and a distinct decrease of snow storage in the summit region. They explain this pattern by wind exposure redistributing the snow from the higher elevations to the upper forest boundary area.

From these findings the question arose, if such a shape is generally characteristic for the snow depth–elevation relationship. The availability of a large data set consisting of
area-wide high resolution snow depth data from different mountain regions (Grünewald et al., 2013) now allows us to test this hypothesis. Based on Grünewald and Lehning (2011), we systematically analyse snow depth elevation gradients for different scales ranging from slope transects to the entire catchments or mountain sites. In addition to the identification of typical shapes we also aim to explain the altitude of the snow depth maximum. The novelty of this study lies in the fact that for the first time high resolution data from different mountain regions are analysed.

2 Data

2.1 Airborne laser scanning (ALS)

Recent years have seen an increasing number of applications of airborne laser altimetry (ALS or LiDAR) for snow studies (e.g. Deems et al., 2006, 2008; Grünewald et al., 2013; Grünewald and Lehning, 2011; Lehning et al., 2011; Trujillo et al., 2007, 2009). High resolution snow depth maps are calculated by subtracting two digital surface models (DSM), one obtained in snow-covered and one in snow-free conditions. It has been shown that ALS is a valid method for gathering area-wide snow depth data (e.g. Hopkinson et al., 2004; Deems and Painter, 2006; Deems et al., 2013), and that vertical accuracies are in the range of centimetres to a few decimetres (Grünewald et al., 2010; Bollmann et al., 2011; Hopkinson et al., 2012; Deems et al., 2013). In principal, data sets obtained by helicopter-based LiDAR appear to be more accurate than data sets gathered from aeroplanes (Grünewald et al., 2013). This is attributed to reduced flying height, terrain-following flight line of the helicopter and a better footprint in steep terrain due to the tilting sensor. Table 1 lists the measurement platform of the data sets analysed in this study. DSMs were calculated from the raw point clouds by averaging to regular grids with a cell size of 1 m. The average point densities of the LiDAR raw point clouds by averaging to regular grids with a cell size of 1 m.

2.2 Airborne digital photogrammetry (ADP)

Digital photogrammetry (ADP) is a remote sensing technology that is applied to acquire high resolution DSMs by exploiting photogrammetric image correlation techniques (Maune, 2001). Identical to ALS, snow depth maps can be calculated by subtracting a summer DSM from a winter DSM.

The Leica Geosystems Airborne Digital Sensor ADS80 is an opto-electronic line scanner, mounted on an aeroplane, that is able to simultaneously acquire four spectral bands (red, green, blue and near infrared) with a radiometric resolution of 12 bits from three different viewing angles (−16°, 0° and 27°). GNSS/IMU-supported orientation of the image strips supplemented by the use of ground control points achieved a horizontal accuracy of 1–2 ground sampling distances (0.25–0.5 m). For photogrammetric DSM generation we use the “adaptive automatic terrain extraction” (ATE) system as part of the SOCETSET software version 5.4.1 from BAE SYSTEMS. After image orientation this state of the art software is used for point matching, point cloud generation and gridding of the final DSM raster. The point clouds had an average point density of about five points per square metre and were then averaged to a regular grid of 2 m (Bühler et al., 2014). Areas covered by forests, bushes and buildings as well as identified outliers are masked out prior to the snow depth map generation, because the reliability of the DSM is substantially reduced in those areas.

The sensor had already been successfully used to detect avalanche deposits in the area of Davos (Bühler et al., 2009) and is more economic for large-scale data acquisition than ALS due to higher flight altitude and therefore reduced flight time. More detailed information on the Leica ADS opto-electronic scanner can be found in Sandau (2010).

Bühler et al. (2014) compared the ADS snow depth maps with different independent snow depth measurements. They find RMSE values of less than 30 cm in areas above tree line. The RMSE values strongly depend on the distance of the sensor from the ground which reduces the accuracy of snow depth to less than 50 cm at the valley bottom (highest distances). Moreover, Bühler et al. (2012) found that the quality of the data is limited by the steepness of the terrain. They state that data gathered in slopes steeper than 50° might be affected by large potential biases.

3 Study sites

Figure 1 presents an overview map of the data sets analysed in this study. Basic descriptions and some summary statistics on topography and snow cover of the seven investigation areas are provided in Table 2. Apart from the ADP-data, the data sets analyzed in this study are the same as in Grünewald et al. (2013). We are therefore only proving a very short overview on each of the study sites and summarise their similarities and differences in the last paragraph. All data sets had been gathered approximately at the time of the local maximum of the seasonal snow accumulation (Table 1) and reflect the cumulative snow fall of the respective accumulation season.

A large data set has been collected by ADP for the district of Davos in the eastern part of the Swiss Alps on 3 September 2013 and 20 March 2012 (Fig. 2). In total, an area
Table 1. Data sets analysed in the study where “Date” refers to the date of the winter survey, “Mean acc.” to the mean accuracy in vertical direction as denoted in the reference column and “Platform” to the measurement platform.

<table>
<thead>
<tr>
<th>Name</th>
<th>Date</th>
<th>Mean acc. [m]</th>
<th>Platform</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dischma valley (DIS)</td>
<td>20 March 2012</td>
<td>0.3–0.5</td>
<td>Leica ADS80</td>
<td>Bühler et al. (2009, 2014)</td>
</tr>
<tr>
<td>Strela (STRE)</td>
<td>9 March 2009</td>
<td>0.3</td>
<td>Optech ALTM3025</td>
<td>Moreno Baños et al. (2009)</td>
</tr>
<tr>
<td>Val de Núria (NUR)</td>
<td>7 May 2002</td>
<td>0.3</td>
<td>Optech ALTM1225</td>
<td>Geist and Stötter (2008); Bollmann et al. (2011)</td>
</tr>
<tr>
<td>Hintereisferner (HEF)</td>
<td>1 May 2007</td>
<td>0.1</td>
<td>Riegl LMS Q240i-60</td>
<td>Dadic et al. (2010a, b)</td>
</tr>
<tr>
<td>Haut Glacier d’Arolla (ARO)</td>
<td>9 April 2009</td>
<td>0.1</td>
<td>Riegl LMS Q240i-60 (helicopter)</td>
<td>Grünewald and Lehning (2011); Lehning et al. (2011)</td>
</tr>
<tr>
<td>Wannengrat (WAN)</td>
<td>7 April 2009</td>
<td>0.1</td>
<td>Riegl LMS Q240i-60</td>
<td>Grünewald and Lehning (2011); Lehning et al. (2011)</td>
</tr>
<tr>
<td>Piz Lagrev (LAG)</td>
<td>7 April 2009</td>
<td>0.1</td>
<td>Riegl LMS Q240i-60</td>
<td>Grünewald and Lehning (2011); Lehning et al. (2011)</td>
</tr>
</tbody>
</table>

Figure 1. Location of the study sites Val de Núria (NUR), Haut Glacier d’Arolla (ARO), Dischma valley (DIS), Strela (STRE), Wannengrat (WAN), Hintereisferner (HEF) and Piz Lagrev (LAG). Basemap: Esri, GEBCO, NOAA, National Geographic, DeLorme, HERE, Geonames.org, and other contributors, reproduced with permission of Esri.

of 124 km$^2$, consisting of 12 overlapping image strips (approx. 70% overlap across track), has been covered in the surveys. The ground sampling distance of the imagery is about 25 cm, limited through the minimal flying height for high alpine terrain (Bühler et al., 2012).

The data set was split into two study sites. The Strela data set (STRE) covers a large section of the mountain range located in the north-western area of the Landwasser valley (Figs. 2, 3c). The mountain range spans from south-west to north-east and is perpendicular to the main wind that is typically from the north-west (Schirmer et al., 2011). Northern and southern aspects are dominant in the data. The terrain is a mixture of alpine slopes with varying steepness. Rocky outcrops and some larger rock faces are present, especially in the summit regions. Note that the Wannengrat data set (WAN) is a small subsection in the centre of STRE. However the year of the survey and the sensor obtained for the data collection differ (Table 1).

The second study site in the region of Davos is the Dischma valley (DIS) in the east of the town of Davos.
Table 2. Summary statistics and main characteristics of the investigation areas: “Area” is given in km², elevation range (EL) in m a.s.l., mean slope (SL) in °, mean and standard deviation (SD) of snow depth (HS) in m. Areas with trees and larger vegetation were masked from the data sets.

<table>
<thead>
<tr>
<th>Name</th>
<th>Location</th>
<th>Area</th>
<th>Elev</th>
<th>SL</th>
<th>Asp</th>
<th>mean HS</th>
<th>std HS</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>DIS</td>
<td>Davos, eastern Swiss Alps</td>
<td>71</td>
<td>1710–3146</td>
<td>29</td>
<td>All</td>
<td>1.37</td>
<td>0.95</td>
<td>Mixture of steep and gentle slopes, some rock faces</td>
</tr>
<tr>
<td>STRE</td>
<td>Davos, eastern Swiss Alps</td>
<td>26</td>
<td>1850–2781</td>
<td>29</td>
<td>All</td>
<td>1.77</td>
<td>1.46</td>
<td>Mixture of steep and gentle slopes, some rock faces</td>
</tr>
<tr>
<td>NUR</td>
<td>South-eastern Spanish Pyrenees</td>
<td>28</td>
<td>1910–2910</td>
<td>28</td>
<td>All</td>
<td>1.05</td>
<td>1.06</td>
<td>Mixture of gentle slopes and some rock outcrops</td>
</tr>
<tr>
<td>HEF</td>
<td>Rofen valley, south-western Austrian Alps</td>
<td>25</td>
<td>2370–3739</td>
<td>24</td>
<td>All</td>
<td>2.09</td>
<td>1.2</td>
<td>50 % glaciers, steep talus and rock faces</td>
</tr>
<tr>
<td>ARO</td>
<td>Valais, south-western Swiss Alps</td>
<td>10</td>
<td>2400–3550</td>
<td>28</td>
<td>SW to SE</td>
<td>1.14</td>
<td>0.9</td>
<td>50 % glaciers, steep talus and rock faces</td>
</tr>
<tr>
<td>WAN</td>
<td>Davos, eastern Swiss Alps</td>
<td>4</td>
<td>1930–2658</td>
<td>27</td>
<td>All</td>
<td>1.48</td>
<td>1.07</td>
<td>Mainly talus slopes, some rocky outcrops and rock faces in the summit region</td>
</tr>
<tr>
<td>LAG</td>
<td>Engadine valley, south-eastern Swiss Alps</td>
<td>3</td>
<td>2070–3084</td>
<td>40</td>
<td>SE to SW</td>
<td>1.56</td>
<td>1.41</td>
<td>Steep talus slopes surrounded by rock faces</td>
</tr>
</tbody>
</table>

(Fig. 2, 3a). The 13 km long valley extends parallel to the main flow from the north-west to the south-east. The data set is not only consisting of the eastern and western slopes of the Dischma valley, but also includes the upper flanks of the two neighbouring valleys. The land cover is similar to STRE but easterly and westerly aspects dominate. The summer (no snow) data set is from September 2013 and the winter survey from March 2012. As we cannot account for potential changes of the glacier surface in summer that could bias the snow depth on the glaciers, we removed the two small glaciers in the highest elevation of the site.

This large data set is supplemented by the smaller, ALS-based data sets presented by Grünewald et al. (2013) (Tables 1 and 2). The first study site, the Piz Lagrev (LAG) is a steep, south-facing mountain slope in the Engadine valley in the south-east of Switzerland. The area is dominated by steep rock faces and two rather flat bowls where most of the snow accumulates. The second site, the Haut Glacier d’Arolla (ARO) is located in the western part of the Swiss Alps. About half of the site is covered by glaciers. The remaining areas are rather steep talus slope and rock faces. The characteristics of the Hintereisferner (HEF) study domain in the Öztal Alps of south-western Austria are similar to ARO. Steep talus slopes and rock faces dominate the valley flanks, and about 50 % of the domain is glaciated. The last study site analysed in this paper is the Vall de Núria (NUR) located at the main divide of the eastern Spanish Pyrenees. Slopes of diverse steepness with some rocky outcrops near the summit level are typical of this 28 km² data set.

Most of the sites are similar in terms of climatic and topographic conditions. All data sets from the Alps are located at or near to the main divide but the dominant synoptic conditions differ. HEF, WAN, STRE and DIS are mostly influenced by storms from the north-west while LAG and ARO are dominated by south-westerly flows. NUR is also dominated by synoptic flow from the north-west but the climate is Mediterranean with high variability in precipitation, higher temperatures and insolation. The largest portions of all study sites (including NUR) belong to the high-alpine zone and elevations are above 1700 m a.s.l. for all study sites. Forests only exist in the lowest elevation bands and have been masked. Rocky outcrops and rock faces are present in all study sites but the occurrence and their frequency varies spatially. In general, the higher elevations appear steeper and rougher than the lower parts of the study sites. Finally, ARO and HEF discriminate against the other sites by their large glaciers.

4 Methods

This study analyses elevation dependencies of snow depth at three different scales. Firstly, regional characteristics are assessed by calculating gradients for the complete data sets listed in Tables 1 and 2. Secondly, we subdivided the data into smaller sub-catchments (1 to 5 km²) as shown in Figs. 2 and 3a,c. This gives a measure of the variability. To assess the scale of single mountain slopes, we manually defined 100 m wide transects (Figs. 2, 3). These transects extend perpendicular to the slope and span the entire difference in altitude of the respective mountain slopes.

Similar as in Grünewald and Lehning (2011), the subareas were subdivided into 100 m elevation bands and the mean snow depth was calculated for each subarea and each elevation zone. To avoid values that are based on a very small number of cells, elevation zones that had less than 0.5 % of the total number of cells of the specific sub-catchment or transect were removed. The mean snow depths were then plotted against their respective elevation level and classified according to their general shape. Based on a first visual analysis we identified a set of typical shapes of gradients as indicated in Fig. 4 and discussed below. For all curves that were characterised by a distinctive peak (Fig. 4 shape A and B),
that reflects a local maximum of the elevation–snow depth relationship, the elevation level of this peak could be assigned.

A visual examination of the location of the peak in relation to the topography of the subarea suggests a possible correlation with the elevation level of rocky outcrops (level of rocks). The lower elevation levels of such rocky sections were therefore, where present, subjectively identified. We analysed topographic maps (scale 1:25 000 or 1:50 000) and hillshade images of the summer DSM (resolution 1 m) of each area of interest (transect or sub-catchment). The combination of map and hillshade provides a good indication of the small scale topography and enables to manually detect areas with rock signature (maps) or obvious rock structure (hillshades). The respective elevation level is then rounded to the nearest 50 m contour line. Figure 3 b and d show examples of the level of rocks as identified for the transects TD1, TD2 and TS2. In TS3 no major rocks are present and therefore no level of rocks was detected.

The procedure works well for transects but is rather vague at the scales, where large areas are included in each elevation zone. This leads to large potential scatter of the level of rocks. While relatively clear levels could be detected for most slope transects, the rocky sections already varied strongly for the sub-catchments. At the scale of entire valleys or mountain ranges (data sets), the even larger diversity fully prevents an identification of a single rock level. Moreover, it needs to be noted that such rocky sections were not present for all sub-areas. For the subareas that featured both, a peak and a clear level of rock, we finally created scatter plots and correlation analysis. This was on one hand performed for each of the study areas separately, and on the other hand for the comprehensive data set.

5 Results

5.1 General shape of gradients

Figure 4 indicates idealised shapes of the elevation–snow depth relationships as qualitatively detected from the data (Figs. 5, 6, 7). The most prominent shape is shown in panel A of Fig. 4: the curve increases up to a specific elevation level where it peaks and finally decreases in the remaining elevation bands. Note that this shape is an oversimplification that only aims to picture the main characteristics of the general shapes. The slope is not necessarily steady, several smaller spikes and peaks might be present and the peak of the gradient can be flat and span several elevation bands. Figures 5 to 7 are examples for the variability of the single shapes.

Panels B to E of Fig. 4 illustrate variations of type A. Type B is principally identical to A but is additionally characterised by a dominant snow depth maximum in the lowest elevations. Such maxima are caused by local accumulation zones such as snow filled ditches or avalanche deposits. A distinctive secondary maximum is always present in class B. For the analysis presented in Sect. 5.6, this secondary maximum is treated as peak of the elevation–snow depth relationship. Gradients classified as type C to E do not show distinctive peaks. C is similar to B but a decrease of snow depth
in the higher elevations is missing. Shape D and E present steady positive (D) or negative (E) gradients with no clear maximum. These variations are attributed to processes in the discussion below.

Figure 5a presents elevation gradients of snow depth at the scale of the complete data sets. For Fig. 5b, the curves were normalised according to

\[ \tilde{X} = \frac{X - \min(X)}{\max(X) - \min(X)}, \]

(1)

where \( \tilde{X} \) represents the scaled variable (snow depth or elevation).

5.2 Gradients: complete sets

At the scale of the complete data sets, we only detected type A gradients (Fig. 5). This shape is evident for the raw data (Fig. 5a) and the curves show a striking collapse in the re-scaled data (Fig. 5b). All data sets show a clear increase of snow depth with elevation followed by a pronounced maximum and a more or less definitive decrease. Even though the general shape appears similar, the location of the maximum and the gradient appear variable between the study sites.

5.3 Gradients: sub-catchment

Figure 6 presents curves for five selected sub-catchments for STRE (Fig. 6a) and DIS (Fig. 6b), respectively. The locations of the sub-catchments are indicated in Fig. 3. Most of the curves can be classified as type A (CS1, CS3, and CD2 to 5) but the shapes are more variable than on the scale of the complete data sets (Fig. 5). Mean snow depths are clearly increasing with elevation and reach pronounced peaks at a certain level.

CS2, CS4, CS5 and CD1 are representative for type B gradients: a maximum in the lowest elevation band is followed by a short negative trend and a steady increase culminating in a distinct peak. The maxima at the low elevation bands are attributed to snow filled ditches that dominate the largest portion of the lowest elevation bands. The combination of a relatively small area of the elevation zone (in comparison to the other zones of the sub-catchments) with snow depths of more than 5 m in the gullies explains the low maxima for CS4 and
CS5. The accumulation zone in and around a ditch in CS2, with snow depths around 2 m, is clearly less pronounced than those in CS4 and CS5. However, this small area of snow accumulation is still enough for the slight maximum in comparison to the shallower snow depth in the higher elevation zones. The extreme snow depths in CD1 are caused by the deposition of large snow drifts in a terrain depression at the foot of the steep northern slopes. This accumulation zone is covering the vast part of the two lower elevation bands and snow depths of more than 8 m could be detected. Depositions of similar dimensions are also present in some of the higher elevation bands. However, they do not cover such large portions of the area as in the lower section. This results in the clearly reduced mean values and in the decreasing trend of the grey curve (CD1) in Fig. 6b. Above the low-elevation maxima typical type A shapes are evident for CS2, CS4, CS5 and CD1.

5.4 Gradients: slope-transects

Figure 7 displays identical relations as Fig. 6 but for transects instead of sub-catchments. The shapes of the curves show a higher variability in Fig. 7 than those in Figs. 5 and 6. This is because the smaller support areas of each elevation band provoke larger effects of the small scale variability in snow depth on the shape of the curves. In contrast, this small scale heterogeneity is rather smoothed out for the sub-catchment (Fig. 6) or the complete data sets (Fig. 5). However, the principal findings are also visible for the transects. Most of the curves can be classified as type A (TS2, TS3, TS4, TS5, TD1, TD2, TD3, TD5). TS2 displays a nearly ideal type A (Fig. 4) curve with a linear increase, followed by a marked snow depth maximum at 2450 m. Contrary to that, the maximum of TS3 appears less pronounced. The detailed map of the two transects (Fig. 3d) provides insight into the snow cover characteristics that cause the respective curves. Little snow in the lower sections, the location of the maxima in the flat bowls and the decrease of snow depth in the steep, rocky slopes at the highest elevations are clearly visible. A second detailed map is illustrated in Fig. 3b for TD1 and TD2. Again, the pronounced peaks and the distinct decrease of snow in the steep rock bands at the top levels are well illustrated. The curve with the most extreme maximum is represented by TS4 (Fig. 7a). While only little snow had been accumulated on the rock face itself, a large deposition zone is evident in the gentle slope at the foot of the rock face (Fig. 3c). Redistribution of snow due to gravitational forces might be the main cause for these extreme snow depth differences.

Different types of shape are only present for TS1 and TD4. TS1 represents a type B curve with a low peak, a distinctive minimum and a slight secondary peak in the higher elevation. The low maximum is attributed to a snow filled ditch in the lowest elevations and the secondary peak is caused by an accumulation zone in a gentle bowl below steep slopes at the top. TD4 has been classified as type D. The curve is characterised by predominately positive slopes with two smaller peaks and a maximum in the highest elevation zone.
5.5 Frequency of occurrence of gradient types

Figure 8 summarises the number of subareas that have been assigned to the specific type of gradient for each data set. 67 to 100% of all gradients have been classified as type A for the sub-catchments of each specific study site (Fig. 8a). In total 79% of all sub-catchments belong to type A. Merging all gradients with a distinctive peak (type A and B) increases the portion to 93%. All other types appear to be rare. Only one sub-catchment in DIS has been classified as type D and one as type E for NUR and STRE, respectively. A similar picture characterises the distribution of the gradient types at the scale of the transects (Fig. 8b). 72% of all transects (60 to 89% of each data set) belong to type A. Combining type A and B results in an increase to 79%. Similar to Fig. 8a, the remaining types are very rare. Only type D (positive trend) curves are more frequent, at least for DIS and STRE.

5.6 Relation of elevation gradients and topography

In the previous sections, we showed that the vast majority of subareas feature distinctive maxima in their elevation–snow depth relationships. From this finding, the question whether the elevation level of this peak can be explained by the topographical settings of its respective location should be answered. Visual impression suggests that most of the maxima would be found below distinctive terrain breaks such as steep cliffs or slopes. We tried to automatically identify the elevation of the most dominant terrain break for each subarea by calculating the maximum slope of the relationship between elevation and terrain slope or terrain roughness (expressed by the standard deviation of the slope), respectively. However, the topographical complexity of the terrain prevented an adequate identification of the appropriate elevation level. We also found (not shown) that only low correlation coefficients result between e.g. terrain roughness and the elevation levels of the maxima in snow depth. Following this, we manually identified the predominant level of rocks as described before.

A rock level was present for the majority of the subareas (transects: 70%, sub-catchments: 71%). In total, 67% of the sub-catchments and 58% of the transects feature both, a peak in the elevation–snow depth curves (Fig. 8 shape A and B) as well as a level of rocks.

Figure 9 illustrates scatter plots of the level of rocks versus the level of the maximum of the elevation–snow depth relationship. Especially for the transects (Fig. 9b) a clear linear relationship ($R^2 = 0.84$) is visible. Such a correlation is present for each single data set and for the merged data. Figure 9b also indicates that the vast majority of the points are shifted by about 50 to 200 m below the 1:1 line. Hence, the areas with the peak in the snow depths tend to be located below the level of rocks. This confirms the expectation that more snow accumulates in gentle slopes at the foot of steep slopes and rough terrain due to preferential deposition (Lehning et al., 2008) and redistribution of snow by sloughing, avalanching and wind drift. The two outliers for HEF (dark blue circles at the right side of Fig. 9b) are transects that span the entire glacier. Rocks are only present in the highest elevation bands. The snow depth maxima are located at ac-
cumulation zones in the middle elevations of the glacier. A secondary, less pronounced peak was found below this rock band but is not visible in Fig. 9b. The two positive outliers of NUR (light blue circles at the left side of Fig. 9b) can also be explained by their specific topography. A small rock band is present in both transects, but the main peak in the elevation-snow depth relationship can be found in a flatter section on top of the rock face. Removing these four outliers would increase $R^2$ to 0.9.

In contrast to Fig. 9b the correlation ($R^2 = 0.37$) for the sub-catchments (Fig. 9a) – even though still highly significant – is much weaker. A downward shift as notified for the transects is not evident. As described before, the reason for this reduced correlation is probably that the level of rock cannot be clearly detected for such large areas. Moreover, the mean snow depths in each elevation band rather reflect the average of large areas with variable topography and not of a clearly differentiated terrain unit as for the transects. In combination, this higher variability counteracts the predictability of the location of the peak.

6 Discussion

We have shown that the clear majority of subareas are characterised by positive elevation gradients of snow depth with distinct peaks at a certain level. This finding is valid for all investigation areas and at all scales, even though the effect was less universal for smaller subareas (transects). We suggest that this shape is attributed to a positive elevation gradient of precipitation that is modified by the interaction of the snow cover with the local terrain. Processes that reshape the precipitation distribution near the surface and the snow accumulation at the ground are first the preferential deposition of precipitation in sheltered areas and second the redistribution of snow by wind and gravity. These processes result in a relocation of snow from steep and exposed areas to rather sheltered gentle slopes in lower elevations. Such steep, exposed and frequently rocky areas are usually located in the highest elevations (at least for the data sets analysed in this study). This interpretation is well confirmed by our results.

The shape of orographic precipitation is also affected by other physical processes. Roe and Baker (2006) specify cloud microphysics (e.g. condensation rate, growth time and advection of hydrometeors, evaporation), mountain geometry and characteristics of the air flow as drivers for variations of orographic precipitation. In a model study they found that the interaction of these processes might result in strong spatial and temporal variability of elevation gradients of precipitation rates and consequently affect the location of the maximum precipitation rate. Furthermore, owing to the Clausius–Clapeyron effect, the decreasing density of the air results in a strong reduction of moisture available for condensation. At a certain elevation level, this effect can be expected to outbalance the increase in precipitation caused by the temperature decrease with elevation (Burns, 1953; Alpert, 1986; Roe and Baker, 2006). Following such considerations, Havlik (1969) expected such a precipitation maximum above 3500 m a.s.l. for the Alps. In a model study where orographic precipitation was approximated solely based on moisture convergence, Alpert (1986) calculated a theoretical upper limit of the precipitation maximum for a bell-shaped mountain at an elevation of 3800 m. However, in their case studies, the level varied strongly dependent on lapse rate, mountain height and mountain geometry and was at 2500 m for an adiabatic lapse rate and a mountain geometry typical for the Himalayas. Following good agreement of their results with observations, Alpert (1986) suggested that detailed microphysical processes appear less important to model orographic precipitation on high mountains.

A similar level of 3300 m a.s.l. was identified by Kirchner et al. (2014) as elevation of the maximum snow depth in their study site in the Sierra Nevada. They suggest that the flatter topography in these elevations of their domain reduced lifting and precipitation. Additionally, they name the exhaustion of perceptible water in the clouds as explanation for the lower snow depths beyond this level. However, in our data sets the level of the peak snow depth and the consecutive decrease are significantly lower (Figure 5a). Besides that, only very small areas in HEF and ARO are above such high elevations. We therefore believe that the impact of these processes is rather minor and that redistribution processes of snow are the main causes for these specific snow distributions.
Our results refine important findings from earlier studies. Most of them reported on positive gradients of precipitation (e.g. Spreen, 1947; Peck and Brown, 1962; Frei and Schär, 1998; Blumer, 1994; Johnson and Hanson, 1995; Liu et al., 2011; Asaoka and Kominami, 2012) and snow (e.g. Rohrer et al., 1994; Bavera and De Michele, 2009; Lopez-Moreno and Stähli, 2008; Grünewald and Lehning, 2011; Lehning et al., 2011; Grünewald et al., 2013). Our data set from seven different mountain sites allows us to show for the first time how frequent the characteristic shape with a pronounced maximum snow depth at a certain elevation can be found. Nevertheless, we also show that the elevation–snow depth relation can vary significantly even across small distances and that areas of negative gradients exist. Such variability had also been postulated in earlier publications (e.g. Lauscher, 1976; Rohrer et al., 1994; Basist et al., 1994; Sevruk, 1997; Wastl and Zängl, 2008).

We acknowledge the previously mentioned limitation in reliability of the data in extremely steep slopes. This constraint is especially affecting the ADP data (Bühler et al., 2012), but must also be considered for the ALS data, especially for HEF and NUR, that had been obtained on aeroplane-based platforms (Bollmann et al., 2011; Hopkinson et al., 2012). However, the relatively small portion of such steep slopes in the data strongly limits the influence of such cells on the presented analysis. Only about 5% of the cells in DIS, STRE and HEF (and 2% of NUR) are steeper than 50° and less than 2% are steeper than 60°. For STRE and DIS, about one-third of these steep (> 50°) cells had already been masked in the post-processing of the data. Following this, the reduced accuracy of extremely steep areas will only have a minor impact on the analysis of larger subareas (all of the data sets and sub-catchments). On the contrary, for transects, large portions of elevation bands that coincide with pronounced rock faces are present. However, a detailed examination of such sections did not yield any conspicuous outcome. As the results match our principal process understanding, we are confident that the findings are adequate, especially as the focus of the analysis is rather qualitative.

7 Conclusions

We present a detailed assessment of the relationship of snow depth and elevation. The analysis is based on an extensive, spatial continuous data set consisting of high resolution and high quality snow depth data from seven mountain sites in the European Alps and Spanish Pyrenees. All data sets were gathered near to the maximum of the winter accumulation of the respective site and year. The analysis is performed on three different scales that range from basins or mountain ranges (all of the data sets) to sub-catchments (km scale) and individual slope transects.

We show that a characteristic shape of the elevation–snow depth relation was evident for the majority of the subareas at all scales. Typically, snow depth increases with elevation up to a certain level where a distinct peak can be found. Following this maximum, the mean snow depth tends to significantly decrease for the highest elevations (type A in Fig. 4). At the mountain range scale, all data sets showed the characteristic type A curve. 79% of the sub-catchments and 72% of the transects belong to this type. Merging the two types that are characterised by a distinct peak (A and B) increases the portion to 93% for the sub-catchments and 72% of the transects belong to this type. Merging the two types that are characterised by a distinct peak (A and B) increases the portion to 93% for the sub-catchments and 79% for the transects. However, the detailed shapes of the gradients are still variable. Location and shape of the peak and the slope of the curves differ between the subareas but show a remarkable collapse when properly scaled. Curves that deviate from this general shape are sparse but present.

We attribute this typical shape to an increase of snow fall with elevation. Snow depths are reshaped by redistribution of snow by wind and gravitational forces. In combination, these processes determine the typical shape of the gradients.
This interpretation is underlined by an examination of the topographical location of these peaks. This analysis showed that a high correlation between the elevation of the peak and, if present, the level of predominant rocks exists. For the transects, the maximum of the elevation–snow depth relationship tends to be located 50 to 200 m below the level of rocks.

The presented study is limited to alpine, non-vegetated terrain. However, we also expect positive elevation gradients in forested areas. It remains to be investigated if the specific shapes deviate from those found in alpine terrain. It is also important to note that this study is restricted to a handful of selected study sites and single dates in one single year. The transferability of the results to other years remains limited, even though several studies have identified a high temporal consistency of snow depth between different seasons (Deems et al., 2008; Schirmer et al., 2011; Helfricht et al., 2014). However, it may not be assumed that such a consistency is valid for all mountain sites. Moreover, we analysed snow depth data that reflect a cumulative snow record of an entire accumulation season. Elevation gradients of single precipitation events might deviate from the patterns averaged for a complete accumulation season. It remains to be investigated if the typical shapes of gradients found in our study are already reflected in single snow fall events, and how they assemble to the seasonal snow distribution. For practical applications our results suggest that a spatial interpolation of snow depths, solely based on a linear trend, appears inadequate. Such an approach results in large potential biases in the higher elevations. The levelling and decrease of snow depth in the high elevations needs to be accounted for. Even though a generalised function describing this relationship does not yet exist, the re-scaled curves presented in Fig. 5b provide indication what such a relation could look like.
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