Vital role of daily temperature variability in surface mass balance parameterizations of the Greenland Ice Sheet
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Abstract. This study aims to demonstrate that the spatial and seasonal effects of daily temperature variability in positive degree-day (PDD) models play a decisive role in shaping the modeled surface mass balance (SMB) of continental-scale ice masses. Here we derive monthly fields of daily temperature standard deviation (SD) across Greenland from the ERA-40 (European Centre for Medium-Range Weather Forecasts 40 yr Reanalysis) reanalysis spanning from 1958 to 2001 and apply these fields to model recent surface responses of the Greenland Ice Sheet (GIS). Neither the climate data set analyzed nor in situ measurements taken in Greenland support the range of commonly used spatially and temporally uniform SD values (∼5 °C). In this region, the SD distribution is highly inhomogeneous and characterized by low values during summer months (∼1 to 2.5 °C) in areas where most surface melting occurs. As a result, existing SMB parameterizations using uniform, high SD values fail to capture both the spatial pattern and amplitude of the observed surface responses of the GIS. Using realistic SD values enables significant improvements in the modeled regional and total SMB with respect to existing estimates from recent satellite observations and the results of a high-resolution regional model. In addition, this resolves large uncertainties associated with other major parameters of a PDD model, namely degree-day factors. The model appears to be nearly insensitive to the choice of degree-day factors after adopting the realistic SD distribution.

1 Introduction

Over the past several decades, observing climate and evolution of the cryosphere has received increasing attention from the scientific community and has become more precise than ever (Rahmstorf et al., 2007). Nevertheless, complex physical processes within large-scale ice masses cannot be understood from observation alone. Since the late 1970s numerical modeling has therefore become established as an important technique for understanding the dynamic behavior and internal structure of ice sheets and glaciers (Budd and Jenssen, 1975; Ritz et al., 1997; Oerlemans et al., 1998; Calov et al., 2005; Larour et al., 2012; Rogozhina et al., 2012), deriving the past climate variability (Lhomme et al., 2005; Huybrechts et al., 2007), and predicting responses of ice sheets to global climate changes (Huybrechts and De Wolde, 1999; Greve, 2000; Ridley et al., 2005). Although numerical simulations can potentially provide answers to major questions within the context of past and future climate changes and their impacts on global sea level and ice cover extents, these remain poorly constrained and are subject to multiple simplifying assumptions within the models used.

Recent observations have shown that the GIS (Greenland Ice Sheet) is losing its mass at an increasing speed (Joughin et al., 2010; Sasgen et al., 2012) and has experienced record high ice surface melt (Fettweis et al., 2011; Tedesco et al., 2013) due to unprecedented air temperatures over the summer months (Mote, 2007). As the second largest ice sheet on Earth, the GIS may have major impacts on the global ecosystem if its degradation is to continue at the observed rate. The evolution of ice sheets is mainly controlled by snow accumulation and ice loss through surface melting and calving into
the ocean driven by the contemporaneous climate conditions. At present the two major sources of ice loss are contributing to ice mass changes in Greenland in nearly equal shares (van den Broeke et al., 2009); surface melt is, however, increasing faster than ice discharge (Sasgen et al., 2012) and is implicated in potentially larger impacts on the GIS stability in the future as the ice sheet continues to retreat from the coasts (Goelzer et al., 2013).

Two approaches are widely used for modeling ice loss through surface runoff, namely surface energy balance (SEB) and PDD (positive degree-day) models. Each of the two approaches has its area of applicability and its limitations. SEB models are generally more physical than PDD models, since the former take into account a wide range of factors such as cloudiness, air and solar energy that exert influence on ice surface responses (Bougamont et al., 2005). However, these components of climate forcing are difficult to obtain outside the observational period. In contrast, PDD models use precipitation rates and air temperatures that can be extrapolated into the past using local climate reconstructions (e.g., Petrunin et al., 2013).

In this study, we evaluate existing parameterizations of ice surface melting and refreezing processes utilized by continental-scale ice-sheet models and emphasize the role of SD (daily temperature standard deviation) in numerical simulations of ice surface evolution using a PDD approach. Strong spatial variability of this major parameter was first discussed by Fausto et al. (2009a), who performed their analysis of daily temperature variability using measurements from 27 automated weather stations (Fausto et al., 2009b) and developed a parameterization of spatially variable summer SD for Greenland. The SMB (surface mass balance) parameterization of Fausto et al. (2009a) was later substituted by an updated version of Fausto et al. (2011), who discovered a significant annual variability in the SD parameter and included seasonal effects in their initial SMB parameterization. Recently Charbit et al. (2013) adopted the parameterization of Fausto et al. (2009a) for modeling former glaciations in the Northern Hemisphere and confirmed their conclusions about the importance of spatial variability and elevation dependence of the SD parameter for modeling paleo-ice sheets. Independently, Rau (2012) and Seguinot (2013) analyzed spatial variability of SD in Greenland and worldwide using the ERA-40 (European Centre for Medium-Range Weather Forecasts 40 yr Reanalysis) and ERA-Interim temperature time series and demonstrated a more complex nature of SD than had been assumed in previous studies. Here we validate this new approach and previously used SMB parameterizations on a regional scale by comparing modeled SMB of the GIS with the results of a high-resolution SEB model and observations over the instrumental record.

2 Method

In this study, surface ice melting is specified with a PDD method (Braithwaite, 1984) implemented as part of the large-scale ice sheet model SICOPOLIS (Simulation COde for POLythermal Ice Sheets; Greve, 1997). A PDD approach parameterizes annual surface-melt rates of snow and ice based on the assumption of their proportionality to the number of PDDs, which is given by an integral of surface-air temperature excess above 0°C in 1 yr (Braithwaite, 1995). Braithwaite (1984) suggested calculating the number of PDDs using normal probability distributions around long-term monthly mean temperatures. Here we apply the formulation of a PDD method modified by Reeh (1991) that computes the PDD sum from the annual temperature cycle \( T_{\text{acc}} \) and the known standard deviation of daily surface temperature from the annual cycle \( T_{\text{acc}} \), \( \sigma \) (= SD):

\[
PDD = \frac{1}{\sigma \sqrt{2\pi}} \int_0^A \int_0^\infty dt \int dT \exp \left( -\frac{(T - T_{\text{acc}}(t))^2}{2\sigma^2} \right). \tag{1}
\]

where \( t \) is the time and \( T \) is the air temperature. Following the common approach, SICOPOLIS computes the number of PDDs (Eq. 1) using the semi-analytical solution of Calov and Greve (2005) to enable fast computations. The value of SD, \( \sigma \), plays an important role by indicating whether daily surface temperature may have risen above the melting point (0°C) over the months characterized by negative mean temperatures.

Observations in Greenland (Braithwaite and Olesen, 1989) have shown that melting rates of snow and ice can be linearly related to the number of PDDs using degree-day factors for snow (\( \beta_{\text{snow}} \)) and ice (\( \beta_{\text{ice}} \)), which are other major parameters controlling the output of PDD models.

Conversion from mean monthly precipitation data to monthly snowfall and rainfall rates is done using a simple empirical relation of Marsiat (1994):

\[
S_{\text{mm}}(x, y) = P_{\text{mm}}(x, y) \times \begin{cases} 
0, & T_{\text{mm}} > +7 \degree C \\
(7 \degree C - T_{\text{mm}}(x, y))/17 \degree C, & T_{\text{mm}} \in [-10 \degree C, +7 \degree C], \\
1, & T_{\text{mm}} < -10 \degree C
\end{cases} \tag{2}
\]

\[
R_{\text{mm}}(x, y) = P_{\text{mm}}(x, y) - S_{\text{mm}}(x, y), \tag{3}
\]

where \( S_{\text{mm}}(x, y) \), \( R_{\text{mm}}(x, y) \), and \( P_{\text{mm}}(x, y) \) are the monthly snowfall, rainfall and precipitation fields, and \( T_{\text{mm}}(x, y) \) is the monthly mean temperature given in each grid point \( (x, y) \). In the following sections, all fields are implicitly given in the same grid points.

2.1 Simulation setup
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In combination with these parameters, we adopt a phys-
ically based refreezing parameterization (retention model)
suggested by Pfeffer et al. (1991) and Janssens and Huy-
brechts (2000) and adopted in the mathematical formulation
of Tarasov and Peltier (2002) with the active thermodynamic
layer of d = 2 m:

\[ F_W = \begin{cases} 
\min (R_{ma} + M_{ma}; 2.2 \cdot (S_{ma} - M_{ma})) & M_{ma} \leq S_{ma} \\
- d \cdot \frac{T_{ma}}{10} \min (T_{ma}, 0^\circ C) & M_{ma} > S_{ma} 
\end{cases} \]

where \( F_W \), \( R_{ma} \), \( M_{ma} \) and \( S_{ma} \) are the annual refreezing, rainfall, melt and snowfall rates, \( T_{ma} \) is the mean annual surface temperature, \( c (T) = 2115.3 + 7.79 T \) (J/(kg K)) is the
ice specific heat capacity in the formulation of Huybrechts
(2002) and \( L = 3.35 \times 10^5 \) (J kg\(^{-1}\)) is the latent heat
of fusion.
The parameterization of Tarasov and Peltier (2002) uses
the uniform SD value of 5.2 °C and different degree-day fac-
tors for ice melt and snowmelt under cold and warm climate
conditions:

\[ \beta_{\text{ice/snow}} = \begin{cases} 
\beta_{\text{cold}}, & T_{\text{jja}} \leq -1^\circ C \\
(\beta_{\text{cold}} - \beta_{\text{warm}}) \left( \frac{T_{\text{jja}}}{10^\circ C - T_{\text{jja}}} \right)^n + \beta_{\text{warm}}, & T_{\text{jja}} \in [-1^\circ C, +10^\circ C] \\
\beta_{\text{warm}}, & T_{\text{jja}} \geq +10^\circ C 
\end{cases} \]

where \( \beta_{\text{cold}} = 17.22 \) (mm i.e./(°C d)), \( \beta_{\text{warm}} = 8.3 \) (mm i.e./(°C d)), \( \beta_{\text{cold}} = 2.65 \) (mm i.e./(°C d)), \( \beta_{\text{snow}} = 4.3 \) (mm i.e./(°C d)), \( n = 3 \) \((n = 1) \) for ice (snow), and \( T_{\text{jja}} \) is the mean summer temperature. Please, note that a
scaling factor of 0.91 should be applied for conversion from i.e. to w.e.

Here we adopt the same retention model as for the parameterization of Huybrechts (2002) but with the active thermodynamic layer of \( d = 1 \) m as suggested by Tarasov and Peltier (2002) and the temperature-dependent ice specific heat capacity of Tarasov and Peltier (2002): \( c(T) = 152.5 + 7.122T \) (J (°C kg\(^{-1}\)).

Finally, the parameterization of Greve (2005) uses the spatially uniform SD of 4.5 °C and the values of degree-day factors dependent on mean July temperature (versus mean summer temperature used by Tarasov and Peltier, 2002), \( \beta_{\text{cold}} = 15 \) (mm w.e./(°C d)), \( \beta_{\text{ice}} = 7 \) (mm w.e./(°C d)), \( \beta_{\text{snow}} = \beta_{\text{cold}} = \beta_{\text{snow}} = 3 \) (mm w.e./(°C d)). South of 72° N (including areas D and E and large parts of areas C and F in Fig. 1), degree-day factors for warm conditions are applied. Following Greve (2005), we employ a simple retention model of Reeh (1991) with a constant and uniform saturation factor, \( P_{\text{max}} = 0.6 \), for the formation of superimposed ice.

2.3 Parameterization with spatially variable summer SD from in situ measurements

The parameterization of Fausto et al. (2009a) uses an elevation-dependent mean summer SD (Fig. 3):

\[
\sigma = 1.574 + 1.2224 \cdot z_s,
\]

where \( z_s \) is the elevation above sea level in kilometers. The above relation between the surface elevation and SD has been derived by obtaining a least-mean square fit to the values inferred from temperature measurements at the locations of 27 automatic weather stations with the lengths of observation periods ranging from 2 months to 10 yr (Fausto et al., 2009b). The original parameterization of Fausto et al. (2009a) has been validated at the locations of automatic weather stations by approximately fitting the observed SMB over the observational period using the degree-day factors and the ice specific heat capacity formulation of Greve (2005), namely, \( c(T) = 146.3 + 7.253T \) (J (°C kg\(^{-1}\)), the parameters we employ in the present study (see Sect. 2.2). In addition, we use the retention model of Tarasov and Peltier (2002) with the active thermodynamic layer of \( d = 2 \) m (see Sect. 2.2), which is similar to but not exactly the same as that suggested by Fausto et al. (2009a). This is done to enable a one-to-one comparison with the results of simulations using the parameterizations of Huybrechts (2002), Tarasov and Peltier (2002) (see Sect. 2.2) and our new parameterization of SD (see Sect. 2.4).

2.4 New parameterization with spatially and seasonally variable SD from reanalysis data

Our parameterization with spatially and seasonally variable SD uses the same degree-day factors, retention model and ice specific heat capacity as the parameterization of Fausto et al. (2009a) (see Sect. 2.3). Twelve monthly fields of SD are derived from the complete temperature time series of the ERA-40 reanalysis (Uppala et al., 2005) as standard deviations of daily temperature from the long-term monthly temperature means. In short, we first compute mean monthly fields of near-surface temperature on a spherical grid using daily temperature means over the period of 1958–2001. Then we calculate the standard deviation of daily temperature from these mean monthly temperature fields using the entire temperature time series (similar to Seguinot, 2013). The SD fields are then transformed from the original spherical grid to a Cartesian grid in a stereographic plane (Fig. 1) following the same procedure as described in Sect. 2.1.

3 Results and discussion

3.1 Spatial and seasonal variation in daily temperature standard deviation

We derive twelve monthly SD fields across Greenland (Fig. 1) from the ERA-40 temperature time series from 1958 to 2001 (see Sect. 2.4 for detail). In agreement with the findings of Fausto et al. (2009a, 2011), our analysis reveals a distinct annual cycle (Fig. 2) and strong lateral gradients (Fig. 1) in the SD distribution, with the lowest SD occurring over the melting period and its value decreasing dramatically towards the coasts. For the warmest summer month (July), SD values in the areas characterized by the highest surface melting rates vary between 0.6 and 1.8 °C, while occasionally reaching values as high as 2.5 °C in some coastal areas (Fig. 1, western coast). In general, July SD values do not exceed 3 °C, even at high elevations. If averaged over the major drainage basins A–G (Figs. 1, 2), low values of July SD, 1.1–2 °C,
Fig. 3. SD values versus surface elevation above sea level. (a) Scatter plots of June (blue), July (red) and August (green) SD values derived from ERA-40 temperature time series across Greenland. Thick black line depicts the relation between mean summer SD values and surface elevation suggested by Fausto et al. (2009a). Black crosses depict the July SD values interred from temperature measurements from 27 weather stations in Greenland (Fausto et al., 2011). (b) Sensitivity of SD values to the length of a temperature time series used: 44 yr (red), 6 yr (black), and 3 yr (brown).

are in contrast to significantly higher values of 5.5–7.8 °C in winter (January). Depending on the particular area, our estimated mean annual SD values are ~3.3–4.9 °C, close to the range of traditional uniform SD values (Fig. 2). It is however obvious that these mean annual values are not suitable for modeling surface responses of the GIS over the summer period (Fig. 2), whereas surface melting rates in Greenland are negligibly low over the rest of the year (Rennermalm et al., 2009). Generally, the use of such high SD values should result in a largely exaggerated surface melt, even though surface runoff rates within different drainage basins may show different degrees of sensitivity to the use of regional SD values.

The annual variability visible in our regional SD values (Fig. 2) is qualitatively similar to that identified by Fausto et al. (2011) at several locations of automatic weather stations. Nevertheless, the quantitative agreement between Fausto et al. (2009a, 2011)’s values and those inferred from the ERA-40 analysis lags behind. For example, our July SD is generally up to two times as low as the summer SD values of Fausto et al. (2009a), and the August SD significantly exceeds the June and July values (Figs. 2, 3), as opposed to the observation of Fausto et al. (2011). Fausto et al. (2009a) parameterize SD values using summer (June, July and August) temperatures gathered from in situ measurements. These are a priori higher than the corresponding July SD values due to seasonal effects (see Fig. 2). However, the July SD values derived by Fausto et al. (2011) from the same measurements are still higher than the corresponding values we obtain from the ERA-40 time series and are closer to the spread of values we estimate for June and August rather than for July (Fig. 3a). These comparatively higher SD estimates from in situ measurements are challenged by the independent global analysis of the 34 yr long ERA-Interim reanalysis (Seguinot, 2013). As opposed to the estimates of Fausto et al. (2011), the ERA-Interim reanalysis does not display July SD values higher than 3 °C across Greenland. This inconsistency raises questions about the causes underlying significant discrepancies between measurements and the SD values derived from ERA climate data sets. Some of the discrepancies may originate from the following factors: (i) the distinctly different spatial and temporal resolution of the data used, (ii) simplifying assumptions within the ERA data sets, (iii) periods of observation limited to a maximum of 3 yr at low elevations and a maximum of 10 yr at higher elevations (Fausto et al., 2009b), (iv) a measurement period coinciding with the rapid changes in regional air temperature and precipitation patterns (Sasgen et al., 2012), and (v) finally, an inhomogeneous distribution of stations across Greenland. In general, estimated SD values show high sensitivity to the length of a temperature time series used (Fig. 3b) and potentially to a particular choice of the period over which they are calculated. In the following we refrain, however, from the quantitative comparison of our SD values with the few measurements taken in Greenland and focus rather on assessing the effects of these differences on the modeled SMB of the GIS.
3.2 Evaluation of existing surface mass balance parameterizations on a regional scale

To assess the performance of existing SMB parameterizations with uniform and spatially variable SDs of Huybrechts (2002), Tarasov and Peltier (2002), Greve (2005) and Fausto et al. (2009a) versus our new approach, we designed an ensemble of transient simulations of the GIS surface responses over the period from 1958 to 2010 (see Sect. 2.1) and compared the outputs with the regional estimates from the high-resolution model RACMO2/GR (Ettema et al., 2009), and the mass changes from satellite observations (Sasgen et al., 2012).

3.2.1 Comparison with the regional estimates from the RACMO2/GR model

The first-order effects of the SD parameter on the modeled SMB time series can be estimated by comparing regional averages of modeled SMB values over the reference period, 1958–2001. According to independent estimates (Vernon et al., 2013), this period had a relatively stable SMB of the GIS (see also Fig. 4c), making it a good choice for averaging.

As compared to the results of RACMO2/GR and a range of other independent SMB estimates (Vernon et al., 2013), total SMB values taken during the reference period are largely underestimated when calculated using existing SMB parameterizations with uniform SD values (Fig. 4b). Among the three parameterizations in question, the parameterization of Huybrechts (2002) matches closest with all independent estimates. The average value of total SMB resulting from this simulation is only 50 Gt yr$^{-1}$ apart from the lower range of anticipated SMB values as opposed to significantly larger deviations of nearly 300 Gt yr$^{-1}$ shown by the parameterizations of Greve (2005) and Tarasov and Peltier (2002). We conclude that all three simulations with uniform SD values result in overestimated runoff rates. In contrast, the simulations driven by the new parameterization and that of Fausto et al. (2009a) arrive at nearly perfect agreement with the results of RACMO2/GR and fall within the range of other independent estimates close to the upper bound of the estimated range. Both SMB parameterizations demonstrate an excellent ability to reproduce the evolution of the total SMB suggested by RACMO2/GR (Fig. 4c) by capturing the interannual variability in the SMB relatively well throughout the reference period. In contrast, the parameterizations of Greve (2005) and Tarasov and Peltier (2002) produce up to 500 Gt yr$^{-1}$ lower SMB and higher amplitudes in its variation.

On a regional scale, modeled SMB values resulting from three parameterizations with uniform SD values are only relatively close to the results of RACMO2/GR within the eastern and southern major drainage basins (areas C–E). All three
parameterizations fail to reproduce the positive SMB values suggested by RACMO2/GR in northern Greenland (areas A and B), thus underestimating regional SMB by 40–80 Gt yr\(^{-1}\) in each of the two areas. The parameterizations of Greve (2005) and Tarasov and Peltier (2002) have a general tendency to produce too-high runoff rates and thus too-low SMB in all drainage basins considered. This is also true for the parameterization of Huybrechts (2002) but the latter results in a considerably better fit with the regional SMB values estimated from RACMO2/GR as compared to the other two parameterizations.

The use of spatially (and seasonally) variable SD derived from the ERA-40 reanalysis and the parameterization of Fausto et al. (2009a) enables a high degree of agreement with the regional SMB values from RACMO2/GR, showing relatively insignificant differences between the results of our simulations. The simulation driven by the parameterization of Fausto et al. (2009a) produces a slightly better agreement within areas B and D and a slightly worse fit within areas A and E, while strongly overestimating the SMB in area F. Although fitting the SMB value within area F is especially important, since surface runoff from this area accounts for around 40% of the total runoff in Greenland (Ettema et al., 2009), one must acknowledge that the estimates from RACMO2/GR are the result of a modeling exercise and may be irrelevant to the actual state of affairs (Sasgen et al., 2012; see Sect. 3.2.2).

Vernon et al. (2013) compare four reconstructions of regional and total SMB of the GIS over the period of 1960–2008 from independent modeling studies, including the study of Ettema et al. (2009) with the application of RACMO2/GR. In this comparison, they show that large uncertainties exist in the modeled total SMB (340–470 Gt yr\(^{-1}\); Fig. 4b, green shading) over the period of 1960–1990 (included in our reference period). Regionally, this results, for example, in an SMB of 44–80 Gt yr\(^{-1}\) too high in area D + E from RACMO2/GR relative to the estimates from the other three models. Our simulations with spatially variable SD consistently arrive at an SMB about 20 Gt yr\(^{-1}\) lower in area D, with the value in the combined area D + E falling within the range of independent estimates. In area B, where both simulations with spatially variable SD seem to produce exorbitant regional SMB values, RACMO2/GR shows a regional SMB that is 4–24 Gt yr\(^{-1}\) too low when compared to the other three models considered by Vernon et al. (2013). Thus, this allows for a certain trade-off between our outputs and those from RACMO2/GR. In contrast, all four models utilized by Vernon et al. (2013) produce fairly consistent SMB values in area F, with the anticipated error of ±5 Gt yr\(^{-1}\), and thus engenders confidence in the regional SMB estimated by RACMO2/GR in this area. The robustness of existing SMB estimates in area F validates our new parameterization that fits precisely with the regional SMB value from RACMO2/GR, whereas the parameterization of Fausto et al. (2009a) overestimates at ∼30 Gt yr\(^{-1}\). Apart from this difference, large deviations of Fausto et al. (2009a)’s parameterization from the SD values inferred from the ERA-40 data set (Fig. 3) have surprisingly little effect on the modeled regional and total values of SMB.

3.2.2 Validation versus satellite observations

Finally we validate our modeling results by comparing them with the ice mass trends estimated in Greenland from recent satellite observations (Sasgen et al., 2012). To enable such comparison, one must separate changes in ice mass induced by increased/decreased surface runoff from those due to acceleration/deceleration of ice discharge into the ocean. Here we assume that trends in the observed ice mass change induced by ice discharge are relatively well captured by regional estimates from the InSAR (Interferometric Synthetic Aperture Radar) satellite observations (Rignot and Kanagaratnam, 2006; Rignot et al., 2011). We therefore calculate “observed” SMB trends (the instrumental record from 2003 to 2010 relative to the reference period adopted by Sasgen et al., 2012) by subtracting this estimated contribution of ice discharge (Sasgen et al., 2012) from the regionally observed mass trends (Fig. 5). We then compare these with the corresponding trends in the modeled SMB from RACMO2/GR and simulations informed by the parameterizations of Tarasov and Peltier (2002), Fausto et al. (2009a), and our new parameterization.

The comparison of SMB trends reveals that the use of spatially and seasonally variable SD from the ERA-40 time series follows the trends estimated across Greenland relatively well (falling within the range of estimated errors, Sasgen et al., 2012), except in area F where the modeled SMB trend is largely exaggerated. However, this failure is characteristic of the results from RACMO2/GR and can be explained by either poor skill of both models in reproducing the observed trend or erroneous estimates of the ongoing ice discharge/ice mass change rates. Using the parameterization of Fausto et al. (2009a) leads to insignificant deviations from the results of the new parameterization within areas C–E and produces a trend within area A that is too high and falls out of the estimated range. In contrast, it enables improvement with respect to the trend estimated in area F. Overall, both parameterizations with spatially variable SD produce meaningful results for both regional and total SMB trends, as opposed to the parameterization of Tarasov and Peltier (2002) that strongly inflates regional trends in the north and west of Greenland, consequently overestimating the total SMB trend by 60–130 Gt yr\(^{-1}\).

3.3 The effects of uncertainties in degree-day factors on the modeled surface mass balance

One may question the choice of other preferred parameters of a PDD model in the above comparison. Indeed, the uncertainties in degree-day factors are large and the good fit
obtained from simulations with spatially and seasonally variable SD may be coincidental, partly determined by the choice of degree-day factors. Comparison of our simulations using the parameterizations of Huybrechts (2002) and Tarasov and Peltier (2002) demonstrates high sensitivity of the modeled SMB to the choice of these parameters. Apart from different degree-day factors and slightly different SD values, both parameterizations use similar parameters, which are shown to produce negligibly small effects on the modeled SMB (Charbit et al., 2013). Previous work has suggested that degree-day factors may be used to tune the modeled SMB to fit the observed configuration of the GIS (e.g., Greve et al., 2011).

Observing factors is challenging, whereas lack of observation creates a certain degree of freedom to choose the values that produce the best fit.

Here we perform a sensitivity analysis of our modeled regional and total SMB to a selection of degree-day factors from a wide range of commonly used values (Fig. 6). Of the two simulation series, one adopts the commonly used SD value of 5°C, whereas the other makes use of the spatially and seasonally variable SD discussed in previous sections. We find that the previously discussed sensitivity of the modeled SMB to degree-day factors is largely biased by implementing unrealistically high SD values. In contrast, modeled SMB remains largely insensitive to variations in degree-day factors if realistic SD values are adopted, thereby obviating the necessity to manipulate degree-day factors when modeling the evolution of continental-scale ice sheets.

4 Summary and conclusions

In this case study of the Greenland Ice Sheet (GIS), we show that the use of a positive degree-day approach for modeling the surface evolution of large-scale glaciations requires realistic values of daily temperature standard deviation (SD): these are decisive to the success of modeling experiments. We suggest a method for deriving the spatial and seasonal variability of this major model parameter from existing climate reanalyses and compare the resulting SD fields with estimates from in situ measurements taken in Greenland (Fausto et al., 2009b). This reveals significant discrepancies between the values suggested by the two independent data sets but with surprisingly minor influence on the modeled regional SMB of the GIS over the period from 1958 to 2010. We evaluate the performance of our new approach versus other existing SMB parameterizations according to the extent
of their agreement with the results of the regional model RACMO2/GR and recent satellite observations. We conclude that the modeled SMB of the GIS is largely determined by the low summer SD values identified by in situ measurements and ERA-40 time series during the melting period in Greenland, with uncertainties in degree-day factors playing an insignificant role. The high sensitivity of modeled SMB to the choice of degree-day factors is strongly caused by using the traditional, high SD values, which contradict both observational and reanalysis data sets. The traditional approach suggests using a uniform SD up to six times higher relative to our estimated values over the melting period. This consequently results in enormous underestimation of SMB of the GIS, regardless of ongoing improvements in meltwater retention models and twists in degree-day factors. Our conclusions suggest that the traditional approach to long- and short-term modeling of ice surface evolution using PDD models should be reconsidered. Although the applicability of the SD distribution derived from the present-day climate data is likely to be limited to the most recent history of the GIS when its geometry did not strongly deviate from the present-day configuration, our method opens up opportunities to study the range of factors inducing spatial and seasonal variation in SD over the globe and thus to design realistic approximations of SD distribution in presently and formerly glaciated areas.
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